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Assessing the equivalence between 

Classical Test Theory and Item 

Response Theoryi 

Context 

Classical Test Theory (CTT) and Item Response Theory (IRT) are the most widely used statistical 

frameworks for developing tests. The uses of CTT and IRT include identifying poorly functioning items, 

determining test reliability, and equating parallel test forms (Hambleton & Jones, 1993). Both 

statistical frameworks have advantages and disadvantages, as elaborated by Hambleton and Jones 

(1993). 

CTT uses models with weak assumptions that test data can meet easily. Item parameters (difficulty 

and discrimination) and test statistics (reliability) can be easily computed using descriptive statistics 

under the CTT framework. CTT statistics are also suitable for small samples where the pilot sample is 

similar to the population being tested. However, the sample dependence and test dependence of CTT 

item parameters pose a disadvantage. CTT also does not provide sensitive estimates of test reliability 

across a range of ability levels. 

The IRT framework addresses the CTT framework’s flaws of sample dependence, test dependency, 

and lack of sensitive reliability estimates. Additionally, the IRT framework provides advantages in true 

score estimation, test equating, and adaptive testing. However, the IRT framework requires a good fit 

between the test data and the IRT model for obtaining reliable item parameters. Large sample sizes 

are required for reliable item parameters as well. Additionally, IRT calculations are mathematically 

complex and require comfort with programming. 

Thus, the broad question is whether the benefits of IRT for selecting test items outweigh the 

difficulties posed by its restrictiveness and mathematical complexity. Another way of addressing this 

question is whether the much-simpler CTT framework yields comparable item parameters as the IRT 

model. To that end, this literature review aims to summarise the results of 16 studies that investigated 

the empirical comparability and invariance of CTT and IRT item parameters. 
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Comparison of CTT and IRT item parameters 

Broadly, the studies indicate that the CTT and IRT item difficulty parameters are highly correlated for 

the IRT 1PL and 2PL models. The IRT 1PL item difficulty parameters are more strongly correlated 

than the IRT 2PL item difficulty parameters. The correlation between CTT and IRT item difficulty is 

generally poorer for the IRT 3PL model than for the 2PL or 1PL model. Only in a couple of studies 

were the IRT 3PL difficulty parameters more strongly correlated than the 2PL difficulty parameters 

(Fan, 1998; Hwang, 2002). CTT and IRT difficulty parameters are also more strongly correlated for 

random samples than non-random samples (Adedoyin, Nenty, & Chilisa, 2008; Awopeju & Afolabi, 

2016; Courville, 2004; Fan, 1998). 

CTT and IRT item discrimination parameters for the IRT 2PL model are more strongly correlated than 

for the IRT 3PL model (Awopeju & Afolabi, 2016; Courville, 2004; Fan, 1998; Hwang, 2002). As with 

item difficulty, CTT and IRT discrimination parameters are more strongly correlated for random 

samples than non-random samples (Awopeju & Afolabi, 2016; Courville, 2004; Fan, 1998). The 

correlations of CTT and IRT discrimination parameters are more sensitive to sample size than 

difficulty parameters. In general, the correlations between difficulty parameters are higher than 

discrimination parameters for CTT and IRT (Awopeju & Afolabi, 2016; Bichi, Embong, Talib, Salleh, & 

Ibrahim, 2019; Courville, 2004; Fan, 1998; Hwang, 2002; Kiany & Jalali, 2009; Nasir, 2014; Progar, 

Sočan, & Peč, 2008; Stage, 2003). 

Summary of Results 

Correlations between CTT and IRT Item Difficulty Parameters (for Samples except for Non-

random and N < 100) 

IRT Model Strength of 

Correlation/Presence of 

Significant Differences 

Studies Cited 

1 PL Strong/No significant 

differences between CTT and 

IRT difficulty parameters 

Awopeju & Afolabi, 2016; 

Courville, 2004; Fan, 1998; 

Hwang, 2002; Kiany & Jalali, 

2009; Latif, Yusof, Amin, 

Libunao, & Yusri, 2016; Ly, 

Rakkapao, Nualtong, & 

Sumathakulawat, 2020 
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 Weak/Significant differences 

between CTT and IRT difficulty 

parameters 

Adedoyin, Nenty, & Chilisa, 

2008 (for some sampling 

plans; only difficulty and the 

IRT model not mentioned in 

the paper) 

2PL  Moderate Demaidi, Gaber, & Filer, 2017 

Strong Awopeju & Afolabi, 2016; Bichi, 

Embong, Talib, Salleh, & 

Ibrahim, 2019; Courville, 2004; 

Fan, 1998; Hwang, 2002; 

Kiany & Jalali, 2009; Nasir, 

2014; Progar, Sočan, & Peč, 

2008; Umobong & Jacob, 2016 

3PL Strong Awopeju & Afolabi, 2016; 

Courville, 2004; Fan, 1998; 

Hwang, 2002; Stage, 2003 

Correlations between CTT and IRT Item Discrimination Parameters 

2PL Moderate Nasir, 2014 (for some samples) 

Strong Awopeju & Afolabi, 2016; 

Bichi, Embong, Talib, Salleh, & 

Ibrahim, 2019; Courville, 2004; 

Fan, 1998; Hwang, 2002; Nasir, 

2014; Progar, Sočan, & Peč, 

2008; Umobong & Jacob, 2016 

3PL Weak-to-moderate Awopeju & Afolabi, 2016; 

Courville, 2004; Fan, 1998; 

Hwang, 2002; Kiany & Jalali, 

2009 (some sub-parts); Stage, 

2003 

Strong Kiany & Jalali, 2009 
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Invariance of CTT and IRT parameters 

The ability of the CTT and IRT frameworks to produce unbiased and consistent item parameters 

across different types of samples is called invariance (Fan, 1998). This property implies that the 

parameters that characterize an item do not depend on the ability distribution of the examinees and 

the parameter that characterize an examinee does not depend on the set of items (Baker & Kim, 

2017).  

In general, CTT and IRT difficulty parameters are more invariant than CTT and IRT discrimination 

parameters (Courville, 2004; Fan, 1998; Progar, Sočan, & Peč, 2008). However, it is unclear whether 

IRT item parameters are more invariant than CTT item parameters under all conditions (such as 

variation in sample size, test length, geographical condition, models, types of samples, etc.). Thus, 

more research is required to compare the invariance of CTT and IRT item parameters across 

different conditions.  

Invariance of CTT parameters across different conditions 

• Sample Size: CTT difficulty parameters are less invariant for small sample sizes and non-

random samples than for large sample sizes and random samples (Adedoyin, Nenty, & 

Chilisa, 2008; Courville, 2004). There is a total collapse of CTT discrimination invariance at a 

sample size of 100 (Courville, 2004). 

• Type of sample: CTT difficulty and discrimination parameters are especially sensitive to the 

type of sample. Variations among candidates in different geographical locations (Adedoyin, 

Nenty, & Chilisa, 2008; Kunovskaya, Cude, & Alexeev, 2014; Progar, Sočan, & Peč, 2008), 

variations in grade and gender (Adedoyin, Nenty, & Chilisa, 2008; Progar, Sočan, & Peč, 

2008), and variations in ability (Awopeju & Afolabi, 2016; Courville, 2004; Fan, 1998; Progar, 

Sočan, & Peč, 2008) can cause variance in CTT item parameters. 

Invariance of IRT parameters across different conditions 

• Sample size: IRT difficulty parameters are less invariant for small sample sizes than for large 

sample sizes (Courville, 2004). The invariance of IRT discrimination parameters collapses at 

small sample sizes of 100, especially for 3PL models, thus concurring with literature 

(Courville, 2004).  

• Type of sample: IRT item parameters are more invariant for random than non-random 

samples (Courville, 2004; Fan, 1998). But there is some conflict in the literature. One study 

found that IRT item parameters are invariant across geographic locations (Adedoyin, Nenty, 

& Chilisa, 2008). Another study found that IRT item parameters are sensitive to variations in 

geographic locations (Progar, Sočan, & Peč, 2008). It is suggested that the invariance of item 

parameters as a function of sample size be explored further. 
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• IRT Models: IRT difficulty estimates are more invariant for the 1PL model, followed by the 

2PL model and the 3PL model (Courville, 2004; Fan, 1998). IRT discrimination parameters are 

more invariant for the 2PL model than for the 3PL model (Courville, 2004; Fan, 1998). IRT 

item parameters are more invariant when there is a good fit between the data and the 

model (Progar, Sočan, & Peč, 2008). 

Summary 

This literature survey indicates that both CTT and IRT may be used interchangeably under the 

following conditions: 

- Sample sizes are large 

- Samples are random 

- Samples are restricted to a relatively narrow geographical area 

CTT is preferred for clinical samples, whether random or non-random. IRT is not suitable for small 

samples (<100), especially the 3PL model. IRT is preferred when the test population is spread across 

large and varied geographical areas, the sample varies in ability, and the sample size is large. More 

research is required on IRT item parameter stability as a function of sample size, test length, and 

type of questions. 
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Glossary 

Correlation 

Two variables that have a relationship or interdependence are said to correlate with each other 

(lumen Boundless Statistics, n.d.). For instance, consider an example of a positive correlation 

between the scientific research output of a country and its PISA science score. As the scientific 

research output of a country increases, its PISA score increases (OECD, 2007). An example of a 

negative correlation can be the association between poverty and test scores on a national school-

leaving examination. As poverty increases, the mean test score of a region decreases. However, 

there is an important caveat in interpreting correlations. Correlations do not imply causation. For 

instance, just because poverty and test scores are correlated, we cannot, with certainty, say that 

poverty causes poor test scores. Other statistical tests would be required for more robust 

conclusions. There may also be spurious correlations between variables, for instance, correlations 

between the consumption of margarine and divorce rates (Spector, 2014). 

Random Sample 

A random sample is a sample where each member of the population of interest has an equal chance 

of being selected. The purpose of choosing a random sample is to ensure that the sample is unbiased 

and representative of the population of interest (Yale University, 1997). Thus, the findings generated 

from a study with a random sample can be generalised to the entire population. 

Non-random Sample 

Non-random samples are those samples that have not been chosen using random sampling 

techniques. The members of a non-random sample are either chosen for convenience (they just 

happen to be available) or for some specific characteristic that they possess (e.g. gender, cultural 

identity, etc.). The findings generated from a study with a non-random sample cannot be generalised 

to an entire population (California State University Long Beach, 1998). 

Test Reliability 

The extent to which a test is free of error is called test reliability (Rust, Kosinksi, & Stillwell, 2021). 

Simplistically put, test reliability is often measured by correlating different test scores or sets of test 

scores. The higher the correlations between the test scores, the greater the consistency of the test 

results, the less the error in test score measurements, and hence, the greater the reliability. A good 

reliability measure is one of the characteristics of a good test. 

Item Difficulty 

In CTT, item difficulty or difficulty is the number of correct responses divided by the total number of 

responses for a question (Rust, Kosinksi, & Stillwell, 2021). The ranges of difficulty are as follows: 

>0.7, easy; 0.3–0.7, moderate, 0.0 to 0.3, hard. In IRT, the item difficulty is the ability level at which 

the probability of a correct response is 0.5. If the ability level is less than 0, then the question is easy. 

If it is greater than 0, the question is difficult (Baker & Kim, 2017). 
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Item Characteristic Curve 

In IRT, the plot of the probability of getting a correct answer (Y-axis) versus student ability (X-axis) is 

called an item characteristic curve. The item characteristic curve is a logistic curve or an S-shaped 

curve (Baker & Kim, 2017). 

Item Discrimination 

In CTT, item discrimination or discrimination provides an estimate of how well a question 

discriminates among high-ability and low-ability examinees (Rust, Kosinksi, & Stillwell, 2021). The 

discrimination index is used to compute discrimination. In IRT, the slope of the item characteristic 

curve at the difficulty of the item is used to determine the discrimination. The steeper the slope, the 

better the item at discriminating between high-ability and low-ability examinees (Baker & Kim, 

2017). 

IRT 1PL Model 

In the IRT 1PL model, also called the Rasch model, the probability of a student answering a question 

correctly is a function of the following (Baker & Kim, 2017):  

a) the student’s ability  

b) the difficulty of the item 

IRT 2PL Model 

In the IRT 2PL model, the probability of a student answering a question correctly is a function of the 

following (Baker & Kim, 2017):  

a) the student’s ability 

b) the difficulty of an item  

c) the discrimination of an item 

IRT 3PL Model 

In the IRT 2PL model, the probability of a student answering a question correctly is a function of the 

following (Baker & Kim, 2017):  

a) the student’s ability 

b) the difficulty of an item  

c) the discrimination of an item 

d) the guessing parameter 

 

Parallel Forms 

Different tests with similar items that test the same construct are called parallel forms of a test. 

Parallel forms of a test are systematically linked to each other so that they provide comparable 

estimates of student performance (Rust, Kosinksi, & Stillwell, 2021). 
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Test Equating 

In many large-scale assessment and selection exams, parallel forms of a test are administered to 

make cheating harder. A problem with using parallel forms of a test is that the item parameters, 

especially difficulty and reliability, of parallel tests may differ slightly, thus affecting the equivalence 

of test scores. Examinees may be unduly advantaged or disadvantaged if differences in test scores 

because of test characteristics or item parameters. Thus, a test equating, a procedure for generating 

comparable test scores on different test forms, is carried out (Cook & Eignor, 1991). 
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